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SUMMARY

We study wavefield effects of direct P- and S-waves in elastic and isotropic 3-D seismic
structures derived from the temperature field of a high-resolution mantle circulation model.
More specifically, we quantify the dispersion of traveltime residuals caused by diffraction in
structures with dynamically constrained length scales and magnitudes of the lateral variations
in seismic velocities and density. 3-D global wave propagation is simulated using a spectral
element method. Intrinsic attenuation (i.e. dissipation of seismic energy) is deliberately
neglected, so that any variation of traveltimes with frequency can be attributed to structural
effects. Traveltime residuals are measured at 15, 22.5, 34 and 51 s dominant periods by cross-
correlation of 3-D and 1-D synthetic waveforms. Additional simulations are performed for a
model in which 3-D structure is removed in the upper 800 km to isolate the dispersion signal of
the lower mantle. We find that the structural length scales inherent to a vigorously convecting
mantle give rise to significant diffraction-induced body-wave traveltime dispersion. For both
P- and S-waves, the difference between long-period and short-period residuals for a given
source—receiver pair can reach up to several seconds for the period bands considered here. In
general, these ‘differential-frequency’ residuals tend to increase in magnitude with increasing
short-period delay. Furthermore, the long-period signal typically is smaller in magnitude than
the short-period one; that is, wave-front healing is efficient independent of the sign of the
residuals. Unlike the single-frequency residuals, the differential-frequency residuals are sur-
prisingly similar between the ‘lower-mantle’ and the ‘whole-mantle’ model for corresponding
source—receiver pairs. The similarity is more pronounced in case of S-waves and varies between
different combinations of period bands. The traveltime delay acquired in the upper mantle
seems to cancel in these differential signals depending on the associated wavelengths and
the length scales of structure at shallow depth. Differential-frequency residuals may thus prove
useful to precondition tomographic inversions for the lower-mantle structure such as to reduce
the influence of the upper mantle for certain length scales. Overall, standard deviations of the
diffraction-induced traveltime dispersion between the longest (51 s) and the shortest (15 s)
period considered here are 0.6 and 1.0 s for P- and S-waves, respectively. For comparison, the
corresponding standard deviations of the 15 s residuals are 1.0 s and 2.8 s. In the lower-mantle
model, standard deviations are 0.3 and 0.6 s, respectively, which gives an average lower-mantle
contribution to the total dispersion of 50 per cent for P-waves and 60 per cent for S-waves.

Key words: Mantle processes; Body waves; Computational seismology; Wave scattering and
diffraction; Wave propagation; Dynamics of lithosphere and mantle.

ticular to quantify the buoyancy forces that drive convection. Both
magnitude and inherent length scales of seismic heterogeneity bear
Detailed knowledge of the seismic structure of Earth’s mantle is of key information on the underlying lateral variations in temperature
fundamental importance for understanding its dynamics and in par- and chemical composition. One example of length scales inherent

1 INTRODUCTION
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to the mantle is the thickness of subducted oceanic lithosphere,
which is on the order of 100 km. This thickness reflects the upper
thermal boundary layer of the convective system and is governed by
the temperature gradient across the lithosphere as well as material
parameters such as thermal diffusivity, coefficient of thermal ex-
pansion, and viscosity. The same applies, in principle, to the lower
thermal boundary layer of the mantle just above the core—mantle
boundary (CMB). Thus, inherent length scales in the mantle are
ultimately linked to the vigour of convection as expressed through
the Rayleigh number (e.g. Kennett & Bunge 2008). The spectrum
of seismic mantle structures may then further be altered by the po-
tential presence of chemical heterogeneities, such as for example
the differences between crustal and lithospheric compositions that
enter the mantle during subduction (e.g. Allegre & Turcotte 1986;
Agranier et al. 2005). The distribution and length scales of chemical
heterogeneities and their influence on the dynamics of the mantle,
however, are still a matter of debate (Christensen & Hofmann 1994;
Davaille 1999; Kellogg et al. 1999; Tackley 2000; Hansen & Yuen
2000; Montague & Kellogg 2000; Davaille et al. 2002; Stegman
et al. 2002; Jellinek & Manga 2004; Nakagawa & Tackley 2004;
McNamara & Zhong 2005; Tan & Gurnis 2007; Bull ez al. 2009;
Schuberth et al. 2009a,b; Simmons et al. 2010; Davies et al. 2012;
Mosca et al. 2012; Schuberth ef al. 2012; Li & McNamara 2013;
Liet al. 2014).

Despite great progress in the field of global seismic tomography
in the last decades, it is yet not possible to image the 3-D structure
of the mantle at high enough resolution to cover the full range
of dynamically inherent length scales (e.g. Ritsema e al. 2011;
Trampert et al. 2013; French & Romanowicz 2014). Tomographic
studies on the global scale suffer from uneven data coverage and
non-uniqueness of the solution. One is always forced to regularize
the inversions, which may result in significantly ‘damped’ and low-
amplitude images of the true 3-D mantle structure (e.g. Ritsema
et al. 2007). Thus, it is a non-trivial task to accurately constrain the
amplitude of seismic velocity variations (e.g. de Wit et al. 2012).

Recently, we have introduced an approach for studying the deep
mantle that is complementary to tomographic inversions and which
allows for a quantitative assessment of geodynamic models directly
against seismic observations (Schuberth e al. 2012). It is based
solely on forward modelling and thus largely avoids the problems
of limited resolution and non-uniqueness. In this approach, fully
synthetic seismic waveforms are computed using a spectral element
method for 3-D seismic structures derived from mantle circulation
models (MCMs). An important advantage of this approach is that
such seismic models feature realistic spectra in case that the simu-
lations of mantle flow are performed at earth-like convective vigour
(for a detailed statistical analysis of these models, in particular their
power spectra, the reader is referred to Schuberth ef al. 2009b).

In a series of earlier papers, we have shown that purely ther-
mal models of mantle flow are compatible with estimates of true
polar wander, the geoid, and most important, the magnitude of seis-
mic heterogeneity as imaged by global tomography (Schaber et al.
2009; Schuberth et al. 2009a,b; Davies et al. 2012). In Davies et al.
(2012), we have also explicitly demonstrated that thermochemical
MCMs exhibit very large variations in temperature in the lowermost
mantle and thus predict shear wave velocity variations that are on
average two to three times too large compared to those observed
in tomographic studies. In the comparisons between MCMs and
tomography of Schuberth ef al. (2009a) and Davies et al. (2012),
the effects of limited resolution were taken into account, but both
studies investigated shear wave velocity models only. In Schuberth
et al. (2012), we therefore tested MCMs directly against seismic

observations using the new forward modelling approach described
above. Simulating 3-D wave propagation in the MCMs revealed
that—for both P- and S-waves— the standard deviations of long-
period traveltime variations in purely thermal models agree well
with those of the observed traveltime residuals. Most important,
the synthetic data reproduced both their different trends with ray
turning depth as well as their magnitude.

The finding of a predominance of thermal variations in driving
mantle flow seems at odds with the potential presence of chemical
heterogeneities that are expected, for example, from the subduction
of oceanic crust together with the depleted part of the lithosphere
mentioned earlier. We note, however, that our studies do not rule
out the possibility of chemical heterogeneity, in particular on short
length scales. The synthetic seismic wavefields generated in Schu-
berth et al. (2012) were band-pass filtered at 15 s dominant period
before measuring body-wave traveltimes by cross-correlation. Ow-
ing to the large width of the Fresnel zone at the ray turning point for
waves at this period, the measurements are effectively influenced
by structures with length scales of a few hundred kilometres and
larger. Any structure smaller than this could potentially ‘hide’ due
to wavefield effects. In other words, this wave propagation scenario
largely falls into the diffraction regime as defined, for example, in
Wu & Aki (1988). Structural length scales in the geodynamic model
of 2100 km are similar to the wavelengths of P- and S-waves with
15 s shortest period (also 2100 km), and propagation distances
are in the teleseismic range of roughly 3000—10 000 km (see No-
let 2008, pp. 58 ff., for details on the four main wave propagation
regimes).

Wielandt (1987) was among the first to systematically investi-
gate diffraction of seismic waves, and he proposed that its effects
may play an important role in the interpretation of teleseismic de-
lay times. He also pointed out that tomographic studies using onset
times may be biased towards faster models due to ‘wave-front heal-
ing’ effects, which manifest themselves in different manner for fast
or slow seismic anomalies. Along those lines, Nolet (1991), who
computed Fresnel zones in Earth’s mantle, stated that ‘The lower
mantle may very well seem to possess only small velocity variations
because the waves lack the resolution to resolve this. Further re-
search is needed to substantiate this. Such research should be aimed
at establishing the frequency dependence of delay times’. The goal
of the present study is to do exactly that: to systematically investi-
gate and quantify the diffraction-induced dispersion of teleseismic
arrival times in a MCM,; that is, in seismic structures with dynami-
cally consistent length scales and realistic magnitudes of the velocity
variations.

Several studies have addressed the question of the frequency de-
pendence of seismic traveltimes, scattering and wavefield phenom-
ena in heterogeneous media before. So far, however, all analyses
have been limited to media with random distributions of seismic het-
erogeneity (e.g. Miiller et al. 1992; Nolet & Moser 1993; Roth ez al.
1993; Shapiro et al. 1996; Igel & Gudmundsson 1997; Baig et al.
2003; Baig & Dahlen 2004; Hong et al. 2005) or single anomalies
with simple geometry placed within a homogeneous background
model (e.g. Hung et al. 2001; Spetzler & Snieder 2001; Malcolm
& Trampert 2011). A number of studies have (mainly qualitatively)
looked at wavefield effects of a single slab or plume in an otherwise
unperturbed mantle (e.g. Vidale 1987; Cormier 1989; Igel & Ita
1997; Tilmann et al. 1998; Igel et al. 2002). Recently, the influence
of 3-D structure in specific regions within Earth’s mantle on trav-
eltime residuals has been investigated based on wave propagation
simulations in tomographic models (e.g. To & Romanowicz 2009;
Cottaar & Romanowicz 2012). Studies of the latter type, however,
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are limited in that tomographic models do not feature all relevant
length scales as mentioned before.

For the purpose of improving the interpretation of seismic data
in terms of Earth structure, theoretical work has also been devoted
to capturing the finite-frequency nature of seismic waves in form of
sensitivity (Fréchet) kernels based on the linear first-order Born ap-
proximation (Marquering et al. 1999; Dahlen et al. 2000; Dahlen &
Baig 2002). Since then, the performance of these so-called banana-
doughnut kernels has been validated against full numerical solutions
ofthe wave equation (e.g. Hung et al. 2000, 2001; Malcolm & Tram-
pert 2011; Mercerat & Nolet 2012; Mercerat et al. 2014). The work
of Nolet & Dahlen (2000), Hung et al. (2001) and Malcolm & Tram-
pert (2011) has also shown that wavefield effects, such as wave-front
healing, depend not only on the sign, size and magnitude of a seis-
mic heterogeneity and the wavelength of the wave, but also on the
exact location between the source and the receiver. For example, the
traveltime residual imposed by a certain anomaly will be different
if it lies on the ray path (small or zero sensitivity) compared to
an off-ray location where sensitivity has a maximum in the first
Fresnel zone. The residual will also change when moving the
anomaly closer to the source or the receiver, as the overlap with the
volume of non-zero sensitivity (practically speaking) will change.

The situation is much more complicated in case of realistic struc-
tures, which do not consist of a single anomaly within a homoge-
neous half-space only. They rather are combinations of anomalies
of varying size, magnitude, sign and shape. The complex nature of
the wavefield in Earth’s interior has, for example, been shown by
Zaroli et al. (2010), who observed traveltime dispersion curves for
body waves that both increase as well as decrease as a function of
increasing period for both early as well as late arrivals (i.e. for waves
that have mainly passed through fast or slow anomalies). It is there-
fore important to statistically analyse the frequency-dependence of
traveltime residuals in a realistic scenario. Furthermore, following
the development of finite-frequency theory, cross-correlation trav-
eltime residuals are nowadays increasingly measured in multiple
frequency bands on regional and global scales (e.g. Sigloch & No-
let 2006; Obrebski et al. 2010; Zaroli et al. 2010; Hosseini & Sigloch
2015). A good understanding of such multifrequency data sets is
essential to fully exploit the contained information on deep Earth
structure. With the large computational resources at hand nowadays,
it is straightforward to solve the full wave equation directly for com-
plex global models of mantle structure, and it is currently possible
to cover a large part of the teleseismic frequency spectrum in such
simulations. Following this approach here, we wish to character-
ize body-wave traveltime dispersion in Earth’s mantle from a pure
forward modelling perspective and to illuminate some previously
unrecognized aspects of multifrequency cross-correlation data sets.

The key questions that we want to answer are:

(1) Do mantle structures resulting from thermal convection at
earth-like Rayleigh-number lead to diffraction-induced dispersion
of cross-correlation body wave traveltime residuals?

(2) Is the dispersion significant enough to be relevant for global
tomographic inversions?

(3) How large is the contribution of the lower mantle to the
seismic dispersion?

To this end, we generate synthetic seismograms for our synthetic
Earth model and measure cross-correlation traveltime residuals for
direct P- and S-waves in four different frequency bands. This is
done not only for the original MCM, but also for a modified version
in which heterogeneity is removed in the upper mantle. The purpose
of this exercise is to isolate and investigate separately the wavefield
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effects associated with structure in the lower mantle. The synthetic
wavefields are computed for purely elastic and isotropic structures
(i.e. no dissipation of seismic energy due to intrinsic attenuation),
and thus, any variation of traveltimes with frequency can be taken
as a sign of structural (i.e. diffraction-induced) dispersion. In other
words, we do not face the problem to separate structural and intrinsic
dissipative dispersion as is the case when dealing with real data.
Note that in fact one could turn the problem around and try to provide
some additional constraints on the potential extrinsic contribution
of mantle structures to the observed ‘apparent’ attenuation. This,
however, is not the purpose of the present study.

We start with a brief description of the models and methods used
to generate the synthetic traveltime measurements (Section 2). In
Section 3.1, we then take a look at the variation of the geographic
distribution of the residuals with frequency to first get a qualitative
impression of the dispersion related to elastic 3-D mantle structure.
Following up on this, we investigate the difference in traveltime
residuals between different period bands for a given source re-
ceiver pair. In Section 3.2, we present statistical distributions of the
long-period—short-period difference as a function of the associated
short-period signal and quantify the seismic dispersion in both the
original geodynamic model as well as its modified ‘lower-mantle’
counterpart. In Section 4, we then discuss the dispersion in the
sense of ‘differential-frequency’ residuals and elaborate on their
similarity between the whole-mantle and the lower-mantle model.

2 METHODOLOGY

As noted in Section 1, we aim at analysing the frequency-
dependence of synthetic traveltime residuals of direct body wave
phases. To this end, we follow the approach of Schuberth et al.
(2012): Synthetic 3-D wavefields and seismograms are obtained
from simulations of global seismic wave propagation through geo-
dynamic models of mantle heterogeneity. We use model S09-M2-
Q of Schuberth et al. (2009b) in which variations in seismic ve-
locities and density are predicted for a pyrolite composition by
post-processing the temperature field of an isochemical 3-D MCM
with thermodynamic models of mantle mineralogy (e.g. Stixrude &
Lithgow-Bertelloni 2005, 2011; Piazzoni et al. 2007). Mineralog-
ical models provide elastic parameters and density for the range
of mantle pressures and temperatures. The underlying equilibrium
phase assemblages are computed by Gibbs free energy minimiza-
tion in the CFMAS (CaO-FeO-MgO-Al,0;-Si0;) system. As in
Schuberth et al. (2012), we use the model of Stixrude & Lithgow-
Bertelloni (2005, 2007) here, with seismic velocities corrected for
the effect of anelasticity. Mantle general circulation was modelled
with the parallel finite element code TERRA (Bunge & Baumgard-
ner 1995; Bunge & Richards 1996; Bunge et al. 1996, 1997) that
was implemented on a dedicated compute cluster designed for large-
scale geophysical modelling (Oeser et al. 2006). TERRA solves for
the momentum and energy balance at infinite Prandtl number (i.e.
no inertial forces) in a spherical shell. Compressibility effects are
incorporated in form of the anelastic liquid approximation.

The philosophy behind model S09-M2-Q was to generate mantle
structures based on a minimum set of assumptions on the driving
mechanisms of flow while ensuring earth-like convective vigour
through sufficiently high numerical resolution (~25 km grid spac-
ing globally). The assumptions are: (1) a large-scale flow structure
related to the history of plate motions (Ricard et al. 1993; Lithgow-
Bertelloni & Richards 1998), (2) a radial three-layer viscosity profile
that agrees with post-glacial rebound and geoid observations (Hager
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1984; Paulson et al. 2007) as well as with the inferred rate of true
polar wander (Schaber ef al. 2009), and (3) isochemical whole-
mantle flow with strong plume flux (Bunge 2005). A high core heat
flow of ~12 TW (about 35 per cent of the outflow at the top of the
mantle) is obtained by keeping the CMB temperature constant at
4200 K. The three layers of the viscosity profile are identified as
lithosphere, upper mantle and lower mantle, separated at 100 and
650 km depth with assigned viscosities of 10°*, 10?! and 10 Pas,
respectively. The history of plate motions, which is assimilated into
the model as time-dependent surface velocity boundary conditions,
controls the location of past and recent subduction, and thus the re-
gions of cold and hence seismically fast material at depth. A detailed
statistical analysis of the seismic heterogeneity in model S09-M2-
Q demonstrated that it features an earth-like spectrum (Schuberth
et al. 2009b). In particular, when the effects of limited tomographic
resolution are specifically taken into account, its spectral character-
istics compare well to those of tomographic models for the length
scales covered by the latter (Schuberth ez al. 2009a).

For solving the 3-D wave equation in spherical geometry on the
full globe we use the software SPECFEM3D_GLOBE (Komatitsch
& Tromp 2002a,b). The size of the numerical grid is chosen such
as to ensure sufficient numerical accuracy down to a shortest period
of 10 s, and we use the 3-D distribution of absolute seismic ve-
locities and density predicted by model S09-M2-Q projected onto
this grid (for details on the implementation of the geodynamically
derived seismic model in SPECFEM3D_GLOBE, the reader is re-
ferred to Schuberth et al. 2012). Apart from 3-D heterogeneity in
the mantle, complexity in the wave propagation simulations was
reduced to a minimum by switching off all other options available
in SPECFEM3D_GLOBE to compute realistic seismograms; that
is, we excluded the effects of anisotropy, topography/bathymetry,
ellipticity, etc., in addition to excluding the effects of intrinsic at-
tenuation. For the crust and the core, 1-D seismic velocities and
densities of the ‘continental’ version of PREM (i.e. without the
ocean layer; Dziewonski & Anderson 1981) are used.

In order to measure traveltime residuals by cross-correlation,
reference waveforms are needed. These are also computed with
SPECFEM3D_GLOBE using the average 1-D structure of S09-
M2-Q for the mantle. The 1-D model is implemented on the exact
same numerical grid as the 3-D version of the model to assure that
any measured signal is the result of mantle heterogeneity and not

related to numerical artefacts. In particular, using the same mesh
ensures that both the 1-D and 3-D signals are affected in the same
way by numerical dispersion, which thus should not affect the cross-
correlation measurements. For both, the 1-D and 3-D simulations,
we directly use the numerical Green’s function in the frequency
range resolved accurately by the spectral element simulation without
additional convolution with a source time function (i.e. we assume
the source is a Heaviside function in time and seismograms are
low-pass filtered at 0.1 Hz before any further processing).

For part of the current study, we re-use the set of synthetic seis-
mograms from Schuberth et al. (2012). In addition, we performed
a suite of simulations for a modified version of S09-M2-Q in which
3-D heterogeneity is present only below 800 km depth. This sec-
ond model is called S09-M2-Q-LM and will also be referred to as
‘lower-mantle model’ in the following. The second set of simula-
tions allows us to specifically identify wavefield effects arising in
the lower mantle without the strong overprint from structures in the
lithosphere and upper mantle.

For both 3-D models, a total of 17 earthquakes was simulated
(see Table 1; strictly speaking, it is not correct to use the term
‘earthquakes’ here, as our synthetic model is not the Earth, but
for ease of reading, we will use it interchangeably with ‘seismic
events’). The events are taken from the Global CMT catalogue
(www.globalcmt.org, last accessed 6 October 2015; Ekstrom
et al. 2012) and were selected such as to provide an almost even
sampling of our mantle model with seismic waves. The seismic
wavefield of each earthquake was ‘recorded’ with a network of
42250 equidistant seismic stations (~100 km apart, on land and at
sea), in order to obtain a dense and homogeneous data coverage
even with a rather small number of events.

2.1 Automated measurement of traveltime residuals

With the event-receiver configuration described above, we obtain
around 3 million seismograms for each model. For these 6 million
traces, we want to measure traveltime residuals by cross-correlation
(see e.g. Nolet 2008, for a definition of such residuals). In synthetic
studies, as is the case here, the ‘observed waveform’ is given by
the wavefield simulation using the 3-D model and the reference
waveform by the one with the 1-D average structure. Measurements

Table 1. Earthquakes simulated in this study (taken from the Global CMT catalogue at www.globalcmt . org).

No. Event name Region Date Latitude Longitude Depth Moment
©) ©) (km)  magnitude (My)
1 052382A Gilbert Islands Region 23/05/1982 —3.35 177.40 11 5.7
2 120789A Southern Iran 07/12/1989 25.94 59.00 15 5.9
3 042190C Near East Coast of Eastern USSR 21/04/1990 47.46 138.96 520 5.5
4 041399B Fiji Islands Region 13/04/1999  —21.42 —176.46 173 6.8
5 0062100A Iceland 21/06/2000 63.98 —20.76 15 6.4
6 082100A South Atlantic Ocean 21/08/2000  —53.02 —45.97 15 6.1
7 062003D Western Brazil 20/06/2003 —7.61 —71.72 556 7.0
8 11604D Central Mid-Atlantic Ridge 16/01/2004 7.64 —-37.70 15 6.2
9 2070804C Southern East Pacific Rise 08/07/2004  —25.06 —115.96 12 5.9
10 030605A North of Severnaya Zemly 06/03/2005 84.94 99.14 12 6.3
11 200506070534A  Pacific-Antarctic Ridge 07/06/2005  —62.43 —161.50 12 5.8
12 200508150753A  North of Ascension Island 15/08/2005 —1.68 —13.05 12 53
13 200610110600A  Northern East Pacific Rise 11/10/2006 8.40 —103.17 12 5.7
14 200704070520A  South-west Indian Ridge 07/04/2007  —39.79 46.18 19 5.7
15 200811281342A  Off Coast of Northern California ~ 28/11/2008 40.35 —126.98 23 5.9
16 200909071612A  South of Java, Indonesia 07/09/2009  —10.20 110.63 36 6.2
17 200909122006A  Near Coast of Venezuela 12/09/2009 10.70 —67.92 12 6.4
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Figure 1. Example of multifrequency cross-correlation traveltime residuals
in the geodynamic model S09-M2-Q for a shallow event at the central
mid-Atlantic ridge (event 8 in Table 1). Measurements were performed
in four different frequency bands using overlapping Gaussian filters with
dominant periods of 15, 22.5, 34 and 51 s (grey lines). Top panel: P-wave
residuals; bottom panel: SH-wave residuals. In both cases, the magnitude
of the negative delay time decreases with increasing period. Dispersion of
the seismic waves results solely from the heterogeneous mantle structure, as
the effect of intrinsic dissipative attenuation was not included in the wave
propagation simulations.

were done on the vertical and transverse component for the direct
P- and S-waves, respectively. A minimum epicentral distance range
of 30° was chosen to ensure a clear separation of the direct phases
from later arrivals and to avoid problems related to upper-mantle
triplications. As we concentrate on direct P- and S-waves and wish
to minimize interference with PcP and ScS, the maximum distance
is taken to be 90°.

Automated processing of the synthetic seismic data is done using
anewly generated Python implementation of the algorithm of Zaroli
et al. (2010). This software performs an automated window selec-
tion and subsequent measurement of frequency-dependent travel-
times based on cross-correlation of the trace of interest with the
reference seismogram. The underlying algorithm is an extension
of FLEXWIN (Maggi et al. 2009), tailored more specifically to the
selection of windows for a set of specific target phases, rather than
separating seismograms into portions of coherent seismic energy
and portions of noise. After window selection, cross-correlation
traveltime residuals were measured in four frequency bands using
overlapping Gaussian filters with 15, 22.5, 34 and 51 s dominant
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Table 2. Standard deviations of the P- and S-wave traveltime residuals
in the four frequency bands investigated in this study for (column 3) the
whole-mantle and (column 4) the lower-mantle model. The SMAD (defined
in Section 2.1) is employed as measure of scale, which is a robust (i.e.
unbiased) estimator for the standard deviation (Kleiner & Graedel 1980).
Column 5 gives the ratio between the corresponding SMAD values of the
two models.

Phase  Periodband  SMADfHwm ~ SMAD(S/)Lm m
(%) (s) (s)
P 15.0 1.04 0.45 0.43
P 22.5 1.04 0.45 0.43
P 34.0 1.19 0.45 0.38
P 51.0 133 0.45 0.33
S 15.0 2.82 1.33 0.47
s 225 2.82 133 0.47
S 34.0 2.97 133 0.45
S 51.0 2.97 1.33 0.45

period. Note that the length of the time window used for the cross-
correlation measurements increases with increasing period. Further
details on the measurement procedure can be found in Zaroli ef al.
(2010). In the paper, we will refer to the measurements at 15 s as
‘short-period’ and to those at 51 s as ‘long-period’ residuals. Fig. 1
shows an example of a multifrequency measurement for model S09-
M2-Q. The short-period delay time at 15 s period is negative for
both P- and S-waves, and the magnitude of this negative residual
decreases with increasing period (possibly related to more severe
wave-front healing at the longer periods).

Only those measurements were retained for which the cross-
correlation coefficient (CC) is greater than 0.9. Given the fact that
we are dealing with synthetic noise-free waveforms here, the num-
ber of measurements removed by the criterion is rather small. Only
about 1 percent of the P-wave and 6 to 8 percent (depending on the
frequency band) of the S-wave measurements fall below this thresh-
old. For each model, we obtain a total of around 3 million traveltime
measurements (1.5 million for P- and S-waves each). Table 2 lists
the standard deviations of traveltime residuals in the four frequency
bands. The scaled median absolute deviation (SMAD) is employed
as measure of scale, which is a robust (i.e. unbiased) estimator for
the standard deviation (Kleiner & Graedel 1980), and both terms
will be used interchangeably in the following. For a set of univariate
data X = (x1, x, . .., x,), the SMAD is defined as:

SMAD(X) = s - MAD(X), (1)
with scaling factor s = 1.4826 and the median absolute deviation
MAD(X) = median;(|x; — median;(x;)|), 2)

which, in other words, is the median (index 7) of absolute deviations
of the data from their median (index j). The scaling factor s actually
is a normalizing constant 1/0.6745 that strictly is valid only in case
of normal distributions and n — oo.

In the Supporting Information (Appendix SOM2), we provide a
possible explanation for the observed increase in standard deviation
of the traveltime residuals with increasing period.

3 RESULTS

Before we will present statistical analyses of the multifrequency
cross-correlation traveltime residuals, we will take a closer look
at their geographic distribution for one event and investigate the
variation of patterns as a function of frequency.
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Figure 2. Maps of traveltime residuals in model S09-M2-Q for an earthquake in Iceland (event 5 in Table 1) plotted at the location of their respective receiver.
Left part: P-wave residuals in the four period bands investigated in this study (indicated above each map). Right part: same for S-waves. As we concentrate on
direct P- and S-waves, epicentral distances are restricted to the range from 30° (outer edge of white annulus around each CMT solution) to 90° (rim of each
map). Note the different colour-scales for P- and S-waves and the dominance of positive delay times, which is a consequence of the event being located in a

region of predominantly slow seismic velocities.

3.1 Geographic patterns of traveltime residuals
and their variation with frequency

Fig. 2 shows maps of P- and S-wave traveltime residuals for each
of the four frequency bands. The residuals are plotted at their cor-
responding station locations for the event in Iceland (event 5 in
Table 1). P-wave residuals are about a factor of 2 smaller than the
S-wave residuals as expected from the ratio of compressional to
shear wave velocity variations in our model. For each period band,
all measurements with CC > 0.9 are plotted independent of whether
the residuals at the other frequencies are also above this threshold.
Given that only a small amount of data is removed by the CC cri-
terion, this choice does not bear on the following discussion (i.e.
only very minor effects show up in the maps due to, for example,
interpolation).

The pattern of traveltime residuals clearly shows a strong imprint
of the near surface structure in model S09-M2-Q in large parts of
the maps. This results from the combination of strong heterogeneity
in the lithosphere and the increasing concentration of sensitivity of
the waves in a smaller volume close to the surface (Schuberth ez al.
2012). Owing to the fact that the location of structures in our geo-
dynamic model (in particular in the upper mantle) is controlled by a
plate motion history model, we are able to use real-world geograph-
ical features in the following discussion of traveltime anomalies.

The largest negative residuals are clearly related to regions of
subduction (e.g. all around the Pacific Ocean at the Aleutian Arc,
Japan and East Asia as well as under North America, where rem-
nants of the ancient Farallon plate are visible as three different slab
segments; further strong fast arrivals are visible from the Mediter-
ranean to the Himalayas, which are related to the subduction of the
ancient Tethys Ocean). Overall, however, the maps are dominated

by positive residuals as a consequence of the predominantly slow
structures around the hypocentre. The dominance of near source
structure on the mean residuals for one event is a general and ex-
pected feature (Supporting Information Fig. S1 shows a second
example with mainly negative residuals for an event located in a
region of fast seismic velocities).

Comparing the maps for different frequency bands in Fig. 2, the
strongest differences can be seen for P-wave residuals between 15
and 51 s period, as expected. A streak of large positive and negative
residuals appears at 34 and 51 s period that runs in radial direction
from the event through eastern Siberia and into the Sea of Okhotsk.
This linear feature coincides with the direction of a nodal plane
in the earthquake source mechanism. As discussed in Schuberth
et al. (2012), we attribute such features in the patterns of traveltime
residuals to diffraction of seismic energy around heterogeneities in
the model. Large residuals occur close to the nodal planes when
energy leaving the source in one quadrant is diffracted around 3-D
structure ending up in the neighbouring quadrant. This results in
an arrival of a wave with reversed polarity compared to a wave
travelling in the corresponding 1-D structure, which gives rise to
large delay times when measured by cross-correlation. Such effects
of polarity reversal have also been observed in studies investigating
the effects of upper-mantle slab structures (e.g. Silver & Chan 1986;
Igel et al. 2002).

Close to the nodal planes, the amplitudes of the direct waves
are rather small. For real data, measurements along such azimuths
would thus likely be discarded in most cases due to a low signal-
to-noise ratio. This is not the case here, as noise is absent in our
synthetic data. Interestingly, strong signals from polarity reversals
show up in our data even with a minimum CC of 0.9. We checked
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that the measurements excluded by this threshold in case of the
15 and 22 s period bands do not fall within the geographic region
considered here (i.e. along the azimuths of the nodal planes).

A similar, but much weaker feature exists in the maps of S-wave
traveltime residuals at 34 and 51 s period. There, a faint linear
band of slightly positive values can be recognized that runs radially
away from the event through Venezuela. This again is interpreted
as diffraction of energy around 3-D structure together with the
different radiation pattern for S-wave energy. Further tests would
be necessary to verify our interpretation, which, however, is not the
scope of this study.

More important, evidence for wave-front healing can also be
observed in Fig. 2. The negative signals related to the Farallon slab
under North America, for example, experience severe reduction in
magnitude with increasing period in case of P-waves. The same is
true for the Tethys slab. As expected from their smaller wavelengths
at the same frequencies, wavefield effects in the various period bands
are smaller for S- than for P-waves (e.g. less reduction of the slab-
related signals with increasing period). Nevertheless, a change in
shape of the residual pattern can be recognized, for example, for the
negative residuals in the Pacific Ocean (which change in amplitude
only to a minor extent).

In contrast to the slab-related signals, the positive residuals in
Fig. 2 increase in magnitude with increasing period in case of the
P-waves. The trend in these signals seems to indicate that the near-
source structure (slow seismic velocities surrounding the event in
Iceland) has a stronger influence on long-period than on short-period
waves. Fig. 3(a) shows the frequency-dependence of the mean
P-wave residual for all events. In most cases, the magnitude of the
event-mean increases with increasing period, and most pronounced
so for those with a large short-period mean. The relation between
near-source structure and mean residual is further highlighted in
Fig. 3(b). It shows that the mean residual at 51 s period behaves like
the P-wave velocity perturbation (inverted in sign) close to each re-
spective event. It is clear that the mean residual is also influenced to
some extent by the near-receiver structure and the fact that, depend-
ing on the location of the event, more fast or slow structures may be
sampled. This may explain why also for seismic events in regions
with little heterogeneity around the source, the mean residual is
sometimes non-zero (e.g. event 1 in Fig. 3). However, the change of
the mean with frequency generally seems to be quite small for these
events. Event-means for both P- and S-waves are given Table 3.
The S-wave mean residuals show a similar, but weaker and slightly
less systematic frequency-dependence compared to the P-waves.

To test whether the frequency dependence of the event-mean is
indeed governed by shallow structure, we additionally plot the mean
residuals for model S09-M2-Q-LM in Fig. 3(a). In this lower-mantle
model, mean residuals are much smaller than in case of the whole-
mantle model. The fact that they are not exactly zero indicates a
small influence of preferential sampling of fast or slow regions
in the lower mantle for certain events. More important, they do not
show a strong dependence on frequency (not only in absolute terms,
but also relative to the magnitude of the short-period mean), which
confirms our above interpretation.

3.1.1 Lower-mantle contribution to traveltime residuals

As discussed above, a large part of the measured traveltime residual
at each frequency is acquired close to the source and the receiver.
The lower-mantle signal is overprinted and partly masked by the
effects of structures in the upper mantle and lithosphere and thus
somewhat hidden in the measurements. Fig. 4 shows that in case
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Figure 3. (a) Mean P-wave traveltime residuals for each earthquake individ-
ually at periods of 15,22, 34 and 51 s (blue, red, green and magenta colours,
respectively). Solid lines/symbols and dashed lines denote the mean resid-
uals in the whole-mantle and the lower-mantle model, respectively. Events
are labelled according to Table 1 and sorted along the x-axis according to
the mean P-wave residual at 15 s. Note the general trend of increasing mag-
nitude of mean residuals with increasing period. (b) Comparison of (blue
line) the mean residual at 51 s period in the whole-mantle model with (green
line) the P-wave velocity perturbation (inverted in sign) averaged in a small
region with 25 km radius around each respective event.

of heterogeneity being absent in the upper mantle, the traveltime
residuals tend to be smaller on average, as expected. The occur-
rence of positive and negative residuals is more balanced than in
case of the whole-mantle model (i.e. the mean residual is close to
zero as discussed above; see also Supporting Information Figs S1
and S2 for an event in a region of fast seismic velocities). Interest-
ingly, the geographic pattern of residuals is now strongly related to
structure close to the ray turning point. This is illustrated in Fig. 7
and discussed in more detail in Section 4.1. There, we also show
that it seems possible (at least in case of our geodynamic model)
to reduce the influence of shallow structure on the residuals in the
whole-mantle model by combining measurements in different fre-
quency bands and thus to recover the contained information on
lower-mantle structure.

Most important, and also in contrast to the whole-mantle model,
not only P-wave but also S-wave traveltime residuals show dis-
cernible diffraction-induced dispersion in the lower-mantle model.
The magnitude of the residuals decreases with increasing period,
while the geographic patterns change in shape and tend to appear
less sharp at long periods than at short periods (e.g. the large region
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Table 3. Mean traveltime residuals of P- and S-waves at different periods (specified in the top row) for each earthquake individually.
Events are labelled according to Table 1 and sorted according to the mean P-wave residual at 15 s.

(81p(T)) (s) (8ts(T)) (s)

No.  Region 15s 22.5s 34s 51s 15s 225s 34s 51s

2 Southern Iran —1.42 —1.59 —-2.10 =2.75 —4.10 —4.12 —4.27 —4.62
16 South of Java —0.55 —0.53 —0.67 —0.98 —1.27 —134 —1.36 —1.52
17 Near Coast of Venezuela —0.23 —0.34 —0.53 —0.76 —0.35 —0.42 —0.51 —0.62
7 Western Brazil —0.06 0.13 0.25 0.12 0.20 0.21 0.16 0.17
10 North of Severnaya Zemly 0.17 0.18 0.31 0.50 0.24 0.28 0.23 0.18
3 Near East Coast of Eastern USSR 0.25 0.28 0.21 —0.01 1.10 1.08 1.01 0.97
1 Gilbert Islands Region 0.26 0.28 0.27 0.30 0.73 0.74 0.76 0.80
4 Fiji Islands Region 0.33 0.09 —0.18 —0.36 0.25 0.25 0.13 0.01
14 Southwest Indian Ridge 0.45 0.47 0.54 0.70 0.84 0.78 0.85 0.98
5 Iceland 0.48 0.61 1.01 1.21 1.03 1.18 1.36 1.37
6 South Atlantic Ocean 0.61 0.59 0.55 0.63 1.51 1.52 1.54 1.56
12 North of Ascension Island 0.62 0.76 0.93 0.99 1.08 1.13 1.29 1.38
15 Off Coast of Northern California 0.64 0.75 1.01 1.13 1.66 1.65 1.70 1.93
8 Central Mid-Atlantic Ridge 0.80 0.87 1.05 1.10 1.86 1.80 1.86 2.01
11 Pacific-Antarctic Ridge 1.01 0.99 1.18 1.32 2.69 2.73 2.78 3.04
9 Southern East Pacific Rise 1.04 1.50 1.94 1.94 2.63 2.93 3.19 3.28
13 Northern East Pacific Rise 1.09 1.39 1.57 1.63 2.18 2.41 2.74 2.88

Event 5 S
3-D Lower Mantle 34s 51s

5 -4 -3 -2-10 1
P-wave traveltime residual 8t [ s ]

2 83 4 5

-10-8 6-4-20 2 4 6 8 10
S-wave traveltime residual 6t [ s ]

Figure 4. Same as Fig. 2 for the lower-mantle model S09-M2-Q-LM (3-D heterogeneity below 800 km depth only). Note the generally smaller magnitudes of
traveltime residuals and the reduced dominance of positive delays compared to the whole-mantle model.

of positive residuals in the Pacific Ocean). Further wavefield effects
can be seen from changes in the short-scale patterns, which tend to
get smoother and fuzzier as the period of the waves increases.

3.2 Quantifying diffraction-induced seismic dispersion
in an isotropic elastic mantle

Now, we move to the quantification of diffraction-induced disper-
sion in our MCM. The following statistical analysis is based on the
full data set (i.e. encompassing all 17 earthquakes).

We note again here that only those measurements were retained
for which the CC was greater than 0.9.

Fig. 5 shows distributions of 81, — 8¢, (i.e. the difference be-
tween the long-period and short-period traveltime residuals mea-
sured for a given source—receiver pair, denoted LP-SP difference in
the following) plotted as a function of the short-period residual §t,.
By plotting the dispersion in this way, the dependence of wavefield
effects on the sign and also magnitude of the heterogeneity can
be highlighted and possible non-linearities in the relation between
the differential signal and the short-period residual may become
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Figure 5. Diffraction-induced traveltime dispersion in model S09-M2-Q. The model features perfectly elastic and isotropic material parameters and structural
length scales that are controlled by the dynamics of mantle flow. Statistical representations of the dispersion are shown for (a,c) P-waves and (b,d) S-waves
in (a,b) the whole-mantle and (c,d) the lower-mantle model. Plotted are distributions of the difference between traveltime residuals at the longest and shortest
period analysed in this study (51 and 15 s, respectively) as a function of the associated short-period residual (red: median, black: mean, cyan box: 25-75
percentiles, whiskers: 5 and 95 percentiles). The long-period—short-period differences increase systematically in magnitude towards large positive and negative
short-period residuals, which indicates wave-front healing. In the lower-mantle model, dispersion relative to the short-period residual seems to be stronger than

in the whole-mantle model.

apparent. Positive and negative short-period residuals indicate that
the wave has travelled predominantly through slow and fast seis-
mic anomalies, respectively, especially in case of large magnitude
measurements. In this sense, Fig. 5 is similar in nature to fig. 17 of
Hung et al. (2001). In case of simple wave-front healing, one would
expect that residuals at long period will generally be smaller in mag-
nitude than at short period. Thus, the LP-SP difference should be
positive for fast arrivals (negative short-period residuals) and nega-
tive for slow arrivals (positive short-period residuals). Furthermore,
the differences should be larger for large magnitude residuals than
for small ones, which in the simplest case would lead to a negative
linear relation between the LP-SP differences and their associated
short-period residual.

One question that we want to answer here is whether the synthetic
traveltimes from our geodynamic model meet these expectations

of a linear negative trend or whether they show strong departures
from this simple scenario. To check whether wavefield effects are
different between P- and S-waves, the dispersion graphs in Fig. 5 are
all plotted on the same x- and y-scales to ease direct comparison.
In fact, P-waves are expected to experience stronger wave-front
healing than S-waves at the same frequency based on their larger
Fresnel zone.

Looking at the S-wave dispersion in the whole-mantle model first
(Fig. 5b), one can see a clear trend of the distributions from posi-
tive differences at large negative short-period residuals to negative
differences at large positive residuals. This means that the synthetic
S-wave traveltimes roughly show the expected behaviour. However,
the trend of the synthetic data is not exactly linear. The median of the
LP-SP differences varies non-monotonically and stays close to zero
for short-period residuals between —5 and +5 s. It reaches values
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of ~1 s in magnitude for short-period residuals between —10 and
—5 s and between +5 and +10 s. For short-period residuals beyond
410 s, median values reach up to around £1.5 s. Dispersion is found
to be largely symmetric between negative and positive residuals. A
slight asymmetry, as is observed here, would be in accordance with
the ‘Wielandt effect” mentioned earlier; that is, wavefield effects
and their impact on traveltime residuals are different for positive
and negative velocity perturbations of same shape and magnitude
(Wielandt 1987; Hung et al. 2001; Malcolm & Trampert 2011;
Mercerat & Nolet 2013). Note that Hung ef al. (2001), for example,
find stronger wave-front healing for fast anomalies (in particular
for strong ones) in case of large propagation distances behind the
object. However, the small asymmetry may in our case also be the
consequence of the skewed model statistics and different wavefield
effects for positive and negative anomalies due to their different
dominant length scales and characteristic shapes in the geodynamic
model (i.e. elongated slabs versus narrow columnar plumes).

Turning to the results for P-waves in the whole-mantle model
(Fig. 5a), a similar trend in the dispersion can be recognized (positive
LP-SP differences at large negative short-period residuals and vice
versa). For short-period residuals between —3 and +3 s, the median
of the LP-SP differences is close to zero, also similar to the S-
wave behaviour. However, deviations from a strictly linear trend are
much larger for P-waves, as is evident from the negative differences
at short-period residuals of around —5 s. Most important to note
is that not only the non-linearity but also the dispersion is stronger
for P- than for S-waves. We recall here that in our geodynamically
derived seismic model, relative variations in v, are about a factor
of two smaller than their corresponding v, counterparts. Still, the
dispersion of P-wave residuals shows large median values of up to
+2 s at short-period residuals of —9 and +8 s. In case of S-waves,
median values reach only up to about £1.5 s; and those values only
occur at larger short-period residuals of —13 and +14 s there. If the
magnitude of seismic anomalies were the same for P- and S-waves,
the difference in dispersion would be even larger. Our result are thus
in full agreement with the expectation of stronger wavefield effects
for P- than for S-waves at the same frequency.

In the lower-mantle model (Figs 5¢ and d), dispersion relative to
the short-period residual, as plotted here, seems to be stronger than
in the whole-mantle model. Both P- and S-wave dispersion also
show a more linear trend and a stronger asymmetry (with stronger
dispersion for negative than for positive short-period residuals). In
case of P-waves, the median of the LP-SP differences is around

2.5 s at short-period residuals of —5 s and around —1 s at short-
period residuals of +4 s. For S-waves, the median reaches up to
5.5 s at residuals of —13 s and lies somewhere between —2 and
—2.5 s for positive residuals between +10 s and +13 s. Note that
the total number of measurements in each distribution diminishes
towards larger short-period residuals. Therefore, the distributions
beyond £10 s represent the less frequent extreme cases, which do
not contribute much to the overall variance of the dispersion for the
entire data set discussed further below.

In Table 4, mean and standard deviation (again given by the
SMAD introduced in Section 2.1) of the LP-SP differences com-
puted over the entire data set are listed for all combinations of period
bands. Note that the mean values of P- and S-wave traveltime dis-
persion are quite small (ranging from 0.024 s to 0.113 s in the
whole-mantle model) so that the standard deviation is equivalent to
the quadratic mean.

We shortly note here that our findings of small yet non-zero mean
values of dispersion might bear on studies of attenuation in the man-
tle (recall that our simulations are based on perfectly elastic material
properties). It is generally accepted that dispersion due to anelas-
ticity (i.e. intrinsic dissipative attenuation) is the main reason for
the discrepancy between seismic 1-D models based on long-period
normal mode observations and high-frequency body wave arrival
times (e.g. Gilbert & Dziewonski 1975; Dziewonski & Anderson
1981). However, the problem of disentangling intrinsic and extrin-
sic (i.e. scattering and focusing/de-focusing) contributions to the
apparent attenuation is a long-standing issue that has not yet been
resolved satisfactorily (e.g. Romanowicz & Mitchell 2007; Ricard
et al. 2014). A variety of studies have focused on scattering effects
in random media, and they consistently found an apparent ‘velocity
shift’ in the traveltimes (e.g. Miiller et al. 1992; Nolet & Moser 1993;
Roth et al. 1993; Shapiro et al. 1996). In other words, the waves ar-
rive on average earlier than expected from the average propagation
velocity in the structure, as they try to avoid slow regions and travel
preferentially in the fast regions (in accordance with Fermat’s prin-
ciple). It was proposed that part of the aforementioned discrepancy
might be related to such elastic wavefield effects (Nolet & Moser
1993) or to preferential sampling of fast regions owing to the distri-
bution of seismicity and receiver locations (Davies & Bunge 2001).
The small mean values of our LP-SP differences could be taken
as evidence for little influence of diffraction-induced dispersion on
the apparent attenuation. However, though intrinsic attenuation will
generally lower the velocities in the less than two octaves (15-51 s),

Table 4. Mean and standard deviation of P- and S-wave traveltime dispersion for all combinations of frequency bands investigated
in this study. At = 81,1 — 81,7 is the differential-frequency (DF) traveltime residual with p1 and p2 the respective period bands,
and () denotes the arithmetic mean. Columns 5 and 6 show the standard deviation (SMAD) for the whole-mantle and the
lower-mantle model, respectively. Column 7 gives the ratio between the corresponding SMAD values of the two models.

Phase DF band (ASH)wm (ASH) 1M SMAD(AS8)wm SMAD(ASH)1m %
(s) (s) (s) (s) (s)
P 15.0-22.5 —0.057 —0.011 0.30 0.15 0.50
P 15.0-34.0 —0.113 —0.010 0.44 0.15 0.33
P 22.5-34.0 —0.056 0.001 0.30 0.15 0.50
P 15.0-51.0 —0.077 —0.006 0.59 0.30 0.50
P 225-51.0 —0.019 0.004 0.59 0.15 0.25
P 34.0-51.0 0.037 0.004 0.44 0.15 0.33
N 15.0-22.5 —0.036 0.001 0.44 0.30 0.67
s 15.0-34.0 —0.073 —0.003 0.74 0.44 0.60
s 22.5-34.0 —0.037 —0.003 0.44 0.30 0.67
s 15.0-51.0 —0.098 —0.038 1.04 0.59 0.57
s 225-51.0 —0.062 —0.039 1.04 0.59 0.57
s 34.0-51.0 —0.024 —0.036 0.74 0.44 0.60
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its effect is still small compared to the average diffraction-induced
dispersion observed in our model of ~0.1 s: for a wave that spends
40 s crossing the asthenosphere twice, a lowering of Q from 300
to 150 causes a differential attenuation dispersion of only 0.02 s.
However, further research is needed to evaluate the influence of the
choice of earthquakes used in the simulations, which we postpone
to a future publication.

To finally fully quantify the diffraction-induced dispersion in
our geodynamic model, we turn to the standard deviation of LP-
SP differences in Table 4. For P-wave residuals in the whole-mantle
model, values range between 0.30 and 0.60 s, while they are slightly
larger in case of the S-wave residuals for which they range from 0.45
to 1.04 s. In the lower-mantle model, the standard deviations range
between 0.15 and 0.30 s for P-wave residuals, and between 0.30 s
and 0.60 s in case of S-wave residuals. Dispersion in an average
sense thus is smaller in the lower-mantle model compared to the
whole-mantle model. Most interesting, however, S-wave dispersion
in the lower mantle already accounts for roughly two-thirds of the
entire S-wave dispersion observed in the whole-mantle model at
the frequencies considered here. In case of the P-wave residuals,
the signal from the lower mantle amounts to around one-half of the
whole-mantle signal.

4 DISCUSSION

The main result of this study is that mantle structures with length
scales that are controlled by the dynamics of flow lead to signifi-
cant diffraction-induced traveltime dispersion for P- and S-waves.
Interestingly, the dispersion signal relative to the associated short-
period residual seems to be stronger in the lower-mantle model than
in the whole-mantle model. However, a closer look at the S-wave
dispersion in Fig. 5(b) reveals that the variation with short-period
residual (i.e. the slope of medians) in the whole-mantle model for
short-period residuals between —15 and —5 s is similar to that for
residuals in the lower-mantle model between —10 and 0 s. The same
is true for positive residuals between +5 and +15 s (WM model) and
between 0 s and +10 s (LM model), respectively. Between —5 and
+5 s, all medians are very close to zero in the whole-mantle model.
The same general trend is also discernible from the plots of P-wave
dispersion, but arguably even more complexity exists there.

The non-linear dependence of the dispersion on the short-period
residual observed in case of the whole-mantle model mainly results
from two factors. The first, but probably minor, contribution is
related to the statistical distribution of seismic velocity variations in
the underlying model with which the wavefield interacts. In model
S09-M2-Q, the variations in seismic velocities show considerable
skewness that changes with depth (positive skew in the upper part of
the lower-mantle and negative skew close to the CMB; for details see
Schuberth et al. 2009b). As we measured traveltime residuals for a
large range of source—receiver distances (i.e. ray-turning depths), it
is difficult to tell upfront the exact effect of model skewness on their
global statistics. It would be interesting to explore how dispersion
in our model depends on the ray-turning depth, but here we opt to
stick with the global statistics for now.

A second factor that likely contributes much more to the complex-
ity of the distributions in Figs 5(a) and (b) is that in the whole-mantle
model, residuals are offset from zero by varying amounts; that is,
according to the mean residual for each individual earthquake (see
discussion in Section 3.1). Averaging over a large set of traveltime
residuals that belong to a number of events, and which in turn span
a broad range of mean values, seems to induce a tendency of lev-
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elling out the median LP-SP differences for moderate short-period
residuals.

The similarity of the slopes at large short-period residuals be-
tween the whole-mantle and lower-mantle model in Fig. 5 mentioned
above is intriguing. It could possibly mean that the dispersion ac-
quired in the lower mantle is still imprinted also in the whole-mantle
residuals, but that the corresponding LP-SP differences are shifted
to larger positive or negative short-period residuals depending on
the event-mean; that is, due to the upper-mantle contribution.

It turns out that indeed, for individual earthquakes, there is a shift
of the LP-SP differences of the whole-mantle model mainly along
the horizontal axis (as a consequence of the non-zero short-period
mean residual), but also to a minor extent along the vertical axis
(as a consequence of the typically quite small but non-zero mean of
the LP-SP differences). This is shown in Fig. 6 for the two events
with the largest negative and positive mean short-period residual
(events 2 and 9, respectively). Most important, the median of the
distributions of the LP-SP differences show a similarly large slope
as those of the whole data set in the lower-mantle model. How-
ever, they are shifted towards negative short-period residuals and
negative LP-SP differences in case of event 2, and towards posi-
tive short-period residuals and positive LP-SP differences in case
of event 9. This could indicate that the difference between cross-
correlation traveltime residuals measured at different periods for
the same seismic station and a given event may be influenced by
the upper-mantle structure only to a minor extent. Turned around,
the diffraction-induced dispersion seems to be dominated by struc-
ture in the lower mantle. If so, the LP-SP differences (i.e. combi-
nations of residuals measured in different frequency bands for a
given source-receiver pair) could represent a new datum for tomo-
graphic inversions focusing on lower-mantle structure. We will call
this datum ‘differential-frequency traveltime residual’ and demon-
strate its similarity between whole-mantle and lower-mantle model
in the following. Note that out of the four frequency bands used
for our finite-frequency traveltime measurements, six differential-
frequency residuals can be constructed.

4.1 Imprint of the lower-mantle signal in
differential-frequency traveltime residuals

The fact that the differential-frequency residuals indeed do carry
substantial information on lower-mantle structure is illustrated in
Fig. 7. There, several maps of the seismic heterogeneity in the
model, and of S-wave traveltime residuals for single-frequency as
well as differential-frequency residuals are plotted for the Iceland
earthquake (event 5). The leftmost map in the upper row shows vy
variations in model S09-M2-Q at 50 km depth beneath the seismic
stations. The subducting slabs all along the west coasts of the Amer-
icas and along the Aleutian arc can clearly be recognized as well as
the mid-Atlantic ridge. The African and Eurasian continents both
show fast velocities at this depth. As we are interested in the trav-
eltime signal related to the lower-mantle structure, we additionally
show the v, perturbation at the ray turning point, but plotted at the
location of the respective receiver. Note that these values of seismic
heterogeneity thus actually correspond to a different geographic
location at depth, half-way between the earthquake and the seis-
mic station, and that the depth increases with epicentral distance
from top to bottom of the lower mantle. For the discussion later,
we highlight some particular features in the seismic structures at
the ray turning point in the following that reappear as characteristic
patterns in the maps of traveltime residuals:
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Figure 6. Same as Figs. 5(a) and (b) for subsets of the data from the whole-mantle model belonging to two individual earthquakes (a,b: event 2; c,d: event 9;
labels according to Table 1). A shift of the distributions along both axes can be observed in these single-event cases. Events 2 and 9 are the earthquakes with

largest negative and positive mean residuals (at 15 s), respectively.

(1) The first feature (F1) is a band of fast material on the left
of the map running from the Caribbean through Colombia into the
Pacific Ocean.

(2) The second feature (F2) is another band of fast material
stretching from Florida through Mexico into the Pacific Ocean with
direction roughly towards Hawaii.

(3) The third feature (F3) is the ‘blob’ of strong positive shear
wave velocity variations that is separated from Feature F2 by a thin
stripe of negative anomalies.

(4) The fourth feature (F4) consists of two bands of seismically
slow and fast material starting off in the middle of the North Atlantic,
running through Brazil and into the South Atlantic.

(5) The fifth feature (F5) consists of two bands of slow and fast
material running from close to the Sea of Okhotsk through all of
China.

The above features are also indicated in the bottom left of Fig. 7
by their labels F1-F5. Features F1 and F2 correspond to material
that entered the mantle during early stages of the Farallon plate

subduction. The broadening of the bands close to the edges of the
maps (i.e. at 90° epicentral distance) results from the horizontal
spreading of downwelling material when it hits the CMB.

The other maps in Fig. 7 show traveltime residuals. In the sec-
ond column from left, single-frequency residuals at 15 s period are
plotted for the whole-mantle model at the top and the lower-mantle
model at the bottom. As discussed in Section 3.1, the residual map
for the whole-mantle model shows strong resemblance to the seis-
mic structure of model S09-M2-Q at shallow depth (i.e. at 50 km
depth), except for the effect that all residuals are shifted to posi-
tive values due to the event being located in a predominantly slow
region. The residual map for the lower-mantle model, in contrast,
shows little similarity with the near-surface structure, but much
closer resemblance to the heterogeneity at the ray turning point.
For example, the bands of fast material corresponding to Features
F1 and F2 show up as negative residuals (for Feature F1 the sig-
nal is somewhat faint in the Caribbean, but stronger near Ecuador
and Peru, and Feature F2 is clearly discernible between Florida
and Hawaii running across Mexico). Feature F3 appears as a small
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Figure 7. Comparison of single-frequency and differential-frequency S-wave traveltime residuals in the whole-mantle and the lower-mantle model and their
relation to the seismic heterogeneity in model S09-M2-Q. Column 1 (from left): shear wave velocity variations at (top) 50 km depth and (bottom) at the
ray-turning point of the S-wave plotted at the location of the respective receiver. Column 2: single-frequency S-wave residuals at 15 s period for event 5 in (top)
the whole-mantle and (bottom) the lower-mantle model. Columns 3 and 4: same as column 2 for differential-frequency residuals with combination of period
bands 15-22 and 15-51 s, respectively. Single-frequency residuals in the whole-mantle model are clearly related to heterogeneity near the surface, while in
the lower-mantle model they bear a strong resemblance to the heterogeneity at the ray-turning point. Note the strong similarity of the differential-frequency

traveltime residuals between the whole-mantle and the lower-mantle model.

region of negative residuals (in fact the strongest in the Pacific),
which is comparatively thin compared to its corresponding counter-
part in the seismic structures. Features F4 and F5 are also discernible
in the traveltime map of the lower-mantle model, but mainly only
present as positive residuals that are related to the slow part of the
features. Interestingly, the signal from Feature F4 is, to a lesser
extent, also discernible in the residual map for the whole-mantle
model.

In addition to the maps of single-frequency traveltime residuals,
Fig. 7 shows maps of differential-frequency residuals for two com-
binations of periods (15-22.5 and 15-51 s in the third and fourth
column from left, respectively). Not surprising, the residuals overall
have smaller magnitudes than in the single-frequency maps (note
the different colour scales). As expected based on the larger differ-
ences between the size of their Fresnel zones, larger values occur
in case of the 15-51 s differential-frequency residuals compared
to the 15-22.5 s residuals. A second observation is that the geo-
graphic pattern of the differential-frequency residuals shows more
short-scale variations than in case of the single-frequency measure-
ments. This is related to the fact that these differential traveltimes
are influenced by the seismic heterogeneity in a more complex way.
Owing to the oscillating nature of single-frequency sensitivity ker-
nels, the difference of two such kernels will oscillate on even shorter
length scales (two such differential-frequency sensitivity kernels for
the case of a direct S-wave are shown in Fig. 8). The differential-
frequency sensitivity kernels can easily be computed—based on the

Born approximation—as a linear combination (i.e. difference) of
two classical single-frequency kernels corresponding to the periods
involved (i.e. similar to the kernels for differential traveltimes in-
volving different seismic phases as given, for example, in Dahlen
et al. (2000) and Hung et al. (2000)):

85T = / K(T, vym@r)d’r 3)
)

§tPN(T, Th) = / K (T, vym(r)d’r
<)
- / Ki(Ty, Oym(r)dr
5%
= [ @m0 - KT o
(3]

= / Ki(T,, T, ym(r)d’r )
(&3]
with
Ki(Ty, T, v) = Ki(Ty, v) — Ki(T3, 7). (5)

Here, 8t denotes the cross-correlation traveltime residual and
T the period of the wave; SF and DF refer to ‘single-frequency’
and ‘differential-frequency’, respectively; K; and K; are the single-
frequency and differential-frequency traveltime kernels associated
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1

Figure 8. Illustration of the short-scale oscillations of differential-frequency sensitivity kernels. Top panels show vertical slices through 3-D S-wave sensitivity
kernels for a receiver at 70° epicentral distance and for measurements at (a) 15, (b) 22 and (c) 51 s dominant periods. Bottoms panels show resulting
differential-frequency kernels (i.e. the difference between two single-frequency kernels) for the combination of period bands (d) 15-22 and (e) 15-51 s.

with receiver i for a given earthquake, and m denotes the medium
properties; that is, the relative perturbation in seismic velocities
(e.g. dlnvy); and r is the radius vector. The volume integral formally
is taken over the entire volume of the Earth @, but in tomographic
practice typically is restricted to the region in which the amplitude
of the finite-frequency sensitivity kernels is significant (e.g. Zaroli
et al. 2013). The computation of the differential-frequency kernels
in equation (5) exploits the linearity of equation (3), which has
been verified for velocity perturbations of up to +10 per cent by
Mercerat & Nolet (2013). The differential-frequency residuals that
we construct here are similar in nature to the ‘optimal observables’
recently introduced by Bernauer et al. (2014). The construction of
the latter involves an optimization step with the goal to enhance
sensitivity with respect to certain model parameters such as density.
Our differential-frequency measurements on the other hand turn out
to highlight a certain region of the mantle without any optimization
involved; that is, they are trivial to construct.

Coming back to Fig. 7, the most striking observation is the strong
similarity between the differential-frequency residuals of the whole-
mantle and the lower-mantle model. Looking at the 15-22.5 s resid-
uals in column 3 first, one can recognize that all five features that
we distinguished in the heterogeneity maps show up in the residual
maps of both models (for Feature F3 and F5 to a lesser extent). Most
important, the almost exact same overall pattern is visible in the top
and bottom maps of column 3. The comparison between the single-
frequency and differential-frequency residuals for the lower-mantle
model reveals the influence of the kernel oscillating on shorter-
scales for the latter. For example, Feature F4 is clearly discernible
in the bottom map of column 3, however not as a pattern with just
positive residuals, but now as two adjacent stripes of both positive
and negative residuals.

The strong similarity between differential-frequency residuals of
the lower-mantle and the whole-mantle model can also be seen
for other combination of periods, for example 15-51 s (column 4

from left in Fig. 7; see also Supporting Information Fig. S3 for
the differential-frequency residual maps for the other combinations
of periods). For the 15-51 s case, the features identified in the
structures at the ray turning point are also imprinted in both maps,
but with stronger amplitudes. The only exception is Feature F5,
which appears in the bottom map for the lower-mantle model as
adjacent positive and negative stripes (stronger than at 15-22.5 s).
In the map for the whole-mantle model, however, this feature cannot
be seen, but seems to be overprinted by a long band of negative
residuals that runs straight away from the event through Russia.
Speculating, this band could be related to the S-wave radiation
pattern of the earthquake, as it lies roughly at 45° to the nodal
planes of the focal mechanism.

Fig. 9 shows the same comparison between the differential-
frequency measurements in the whole-mantle and the lower-mantle
model for the P-wave residuals. There, one can also see some
similarity between the two models in case of the 15-22.5 s maps;
that is, the closest lying period bands. However, the differential-
frequency residuals in the whole-mantle model seem to be domi-
nated by negative values overall, which degrades the similarity to
some extent. The same can be seen in the 15-51 s case, where the
tendency towards negative values is even more severe. In addition,
the characteristic band of extreme values shows up again that is
related to the interaction of the wavefield with structure near the
source as discussed in Section 3.1. Still, some imprint of Features
F1 and F4 is visible in the map for the whole-mantle model, and
signals from the upper mantle are largely cancelled. In the 15—
51 s map, the negative residuals related to the subduction of the
Pacific plate and the shallow lying remnants of the Farallon slab,
which are the dominant features in the 15 s single-frequency map
for the whole-mantle model, are only faintly visible. In case of the
15-22.5 s differential-frequency residuals, this upper-mantle signal
is almost completely cancelled as well as the signal related to the
Tethys subduction.
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Figure 9. Same as Fig. 7 (columns 2-4) for P-wave traveltime residuals.

4.1.1 Quantifying the similarity between residuals
in the whole-mantle and in the lower-mantle model

It is clear that a simple visual comparison of maps is unsatisfactory
to judge on their similarity between the whole-mantle and the lower-
mantle model. To this end, we analysed the similarity between the
maps in more detail based on 1) the root-mean-square (RMS) differ-
ence of either single-frequency or differential-frequency residuals
for all stations, and 2) a “direct station-by-station’ (DSS) similarity.
We define the DSS similarity as the number of stations that have
an absolute difference between the lower-mantle residual and the
whole-mantle residual of less than 0.2 s (two times the precision
of our cross-correlation traveltime residuals), relative to the total
number of stations. The DSS thus neglects minor differences be-
tween the differential-frequency residuals and is a scalar number
that can vary between 0 (no similarity) and 1 (perfect similarity).
In Appendix SOM1 in the Supporting Information, we provide fur-
ther details including an analysis based on an additional measure
of graphical similarity between maps of seismic heterogeneity and
maps of traveltime residuals.

The results of the similarity analysis are given in Fig. 10, where
the mean and standard deviation of the DSS similarity and RMS
differences are shown for the set of 17 earthquakes. In case of
single-frequency measurements, the similarity between both models
is quite small, with mean values close to 0.15 for all period bands in
case of P-waves and below 0.1 in case of S-waves. As expected from
the visual inspection of the maps discussed above, the similarity is
substantially larger in case of the differential-frequency measure-
ments with mean values between 0.4 and 0.8 in case of P-waves and
between 0.3 and 0.7 in case of S-waves. The smallest value for both
types of waves is obtained for the largest difference in dominant pe-
riod (15-51 s) and the largest similarity for the smallest difference
in dominant period (15-22.5 s). Interestingly, the increase in sim-
ilarity between the single-frequency and the differential-frequency
residuals is larger for the S-waves compared to that of the P-waves.

4 -3-2-101 2 3 4
Adt[s]
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Differential Frequency
P 15.0-225s

P 15.0-51.0s

-4 -3-2-10 1 2 3 4
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The case for differential-frequency traveltimes gets even stronger
when looking at the RMS difference of residuals between the two
models (Figs 10c and d). Mean RMS differences for the P-wave
single-frequency residuals all fall within the range from around 0.8
to 1.5 s and those of the S-waves within the range from 2.0 to
2.5 s. In contrast, RMS differences are much smaller in case of the
differential-frequency residuals, the largest ones being ~0.8 s for
P-waves and ~1.1 s for S-waves at the period combination 15-51 s.
The smallest ones are around 0.25 and ~0.3 s, respectively, for the
15-22.5 s period combination.

The above analysis confirms the visual impression from Fig. 7
that there is significant similarity between the differential-frequency
measurements of the whole-mantle model and the lower-mantle
model. This in turn indicates that differential-frequency residuals
(i.e. the diffraction-induced dispersion) indeed are less influenced by
the upper-mantle structure of our model than the single-frequency
residuals. In case of S-waves, they even are dominated by seismic
heterogeneity in the lower mantle, as can be seen from the ratio of
the standard deviations of dispersion between the lower-mantle and
the whole-mantle model in Table 4.

4.2 Potential benefit of differential-frequency
measurements for tomography

We speculate that differential-frequency traveltime residuals may
be beneficial when used as data for tomographic inversions that
try to illuminate the deep Earth structure. It seems that by taking
the difference between cross-correlation measurements in different
frequency bands, the signal from shallow mantle structure is (at
least partially) removed. In fact, any constant offset coherent be-
tween the two measurements, such as for example errors related
to event mislocation or origin time that affect real data, will be
cancelled. The degree to which the signal of the upper mantle and
lithosphere is eliminated depends on the choice of dominant periods
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Figure 10. (a,b) Direct station-by-station similarity and (c,d) root-mean-
square difference between traveltime residuals in the whole-mantle and the
lower-mantle model. Upper and lower parts of each panel show results
for single-frequency and differential-frequency residuals, respectively. Red
squares and error bars show the mean and standard deviation, respectively,
for the set of 17 earthquakes simulated in this study.

(controlling the length-scale of oscillations of the sensitivity ker-
nels) in combination with the characteristic length scales of structure
in the lithosphere and upper mantle. For example, if the structural
length scales at shallow depth are larger than the width of the Fres-
nel zones of both waves there, the resulting contribution to the
traveltime will be similar for each single frequency and thus the
difference will be close to zero. In essence, for large-scale struc-
tures in the upper mantle the differential-frequency measurements
are similar in nature to other classical (i.e. ray-theoretical) differen-
tial traveltime measurements, such as PP-P/SS-S or PcP-P/ScS-S.
The advantage of the new datum, however, is that the waves cor-
responding to both single-frequency residuals have travelled along
exactly the same ray-theoretical path (just having Fresnel zones
of different width), which is not true for the classical differen-
tial traveltimes. It remains to be tested whether the sensitivity of
differential-frequency traveltime residuals can be represented with
sufficient accuracy using ray-theoretical kernels (excluding the near-
and mid-field terms and neglecting the P-wave cross-dependence)

or whether one has to resort to full waveform based adjoint kernels.
Note that for the former case this would involve a very fine sampling
of the differential-frequency sensitivity kernels in order to correctly
capture their short-scale oscillations.

In this study, we have provided some first evidence that
differential-frequency measurements may bear advantages for to-
mographic studies. Our findings are based on synthetic seismic
structures, which are derived from a geodynamic model of mantle
flow. In earlier work, we have shown that the seismic heterogeneity
in our model is very well compatible with body-wave data and to-
mographic models in a statistical sense (Schuberth ef al. 2009a,b,
2012). In particular, there is very good agreement in the spectral
characteristics of the synthetic mantle structures with those imaged
by tomography, which means that the characteristic length scales
are earth-like. However, lithosphere structure may be too simplistic
in our model, as it is represented only as a pure thermal bound-
ary layer. It thus remains to be seen whether the addition of more
realistic structures in the upper 100-150 km (including the ocean-
continent dichotomy, etc.), for example from models like 3SMAC
(Nataf & Ricard 1996) or Lithol.0 (Pasyanos et al. 2014), will lead
to the same conclusion.

It is also clear that this study just provides a starting point and
that a formal inversion is needed to quantify the potential gain of
using differential-frequency traveltime residuals in a realistic to-
mographic scenario. With a similar intention, Zaroli et al. (2014)
recently demonstrated that errors in tomographic inversions due to
uncertainties in earthquake parameters (e.g. hypocentre location and
origin time) can be reduced by using suitable receiver pairs. Based
on the results of this study, one question that we wish to address in
future will be whether the differential-frequency residuals can also
help in reducing the mislocation-related bias. Another question is
whether these data would help in treating the signal of the crust.
Crustal corrections typically pose considerable problems in tomo-
graphic studies, as the structure in the shallowest part of the Earth
is not perfectly known (e.g. Ferreira et al. 2010). This is true not
only for ray-theoretical body-wave as well as full waveform surface
wave inversions (e.g. Leki¢ et al. 2010), but in particular also for
tomographic studies based on finite-frequency theory (e.g. Yang &
Shen 2006; Ritsema et al. 2009). There, special care needs to be
taken to mimic the waveform distortion due to crustal reverberations
when computing the reference waveform for the cross-correlation
measurements (Zaroli et al. 2010). This processing step could po-
tentially introduce systematic errors and would thus preferably be
avoided.

5 CONCLUSIONS

In this study, we have investigated the strength of diffraction-
induced traveltime dispersion of seismic body waves in mantle
models with isotropic and perfectly elastic seismic heterogeneity.
The 3-D distribution of seismic velocities and densities is based
on the temperature field of an isochemical MCM. To specifically
quantify the dispersion related to the lower mantle, we investigated
a model in which heterogeneity was removed in the upper 800 km,
in addition to the original model in which heterogeneity exists in the
entire mantle. 3-D global wave propagation in the two models was
simulated using a spectral-element method deliberately excluding
effects of intrinsic attenuation as well as 3-D structure in the crust.
Using the waveforms of direct P- and S-waves in the synthetic seis-
mograms, we have measured traveltime residuals in four frequency
bands using a cross-correlation technique. The frequencies used
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here are at the long period end of the usable spectrum for body
waves, in particular for P-waves. The restriction to periods above
10 s is related to the intense computational requirements of wave
propagation simulations on a global scale. With the ever growing ca-
pabilities of high-performance computing infrastructures, it will be
possible in near future to increase the frequencies in the simulations
and to cover a larger range of the teleseismic body-wave spectrum.
Nevertheless, the synthetic multifrequency measurements obtained
here allow us—for the first time—to characterize in a relevant part
ofthe frequency range the wavefield effects to be expected in a man-
tle with earth-like structural length scales and realistic magnitudes
of seismic heterogeneity.

The most important result is that our synthetic data do indeed
show significant diffraction-induced dispersion between the longest
and shortest period, in both the whole-mantle and the lower-mantle
model. The following general trend can be observed: Differences
between long-period and short-period residuals tend to increase with
increasing short-period signal. The fact that these differences tend
to be positive for negative short-period residuals and negative for
positive ones indicates ubiquitous wave-front healing. At first sight,
the dispersion signal relative to the short-period residual appears
to be larger in the lower-mantle model compared to the whole-
mantle model. The smaller relative dispersion in the whole-mantle
model, however, is due to non-zero mean short-period residuals
for individual earthquakes related to the near-surface effects. For
data from a single event, the variation of the diffraction-induced
dispersion with the short-period residual is similar between both
models if the event-mean is removed.

The dispersion, in the way it is defined here as the difference
between traveltime residuals measured in different frequency bands
for a given station-event pair, can also be regarded as a new seismic
datum: a differential-frequency time residual. We have quantified
the similarity of the source—receiver specific differential-frequency
residuals between the whole-mantle and the lower-mantle model.
A second important outcome of our study is that the dispersion
is not only similar in a statistical sense, but also for the indi-
vidual differential-frequency residuals. This leads us to conclude
that this datum is to some extent insensitive to upper-mantle struc-
ture. The similarity of the dispersion between our two models is
more pronounced in case of S-waves and varies among the differ-
ent combinations of frequency bands (i.e. different combinations
of wavelengths/Fresnel zones). The extent to which differential-
frequency residuals are insensitive to upper-mantle structure thus
seems to depend on the relation between the wavelengths involved
and the characteristic length scales of heterogeneities at shallow
depth. Differential-frequency traveltime residuals may therefore po-
tentially prove useful to learn more about the characteristic length
scales of v, and v, variations in the lithosphere and upper mantle.
Using differential-frequency data may also help to improve tomo-
graphic models of the lower mantle, as they might result in elim-
ination of systematic errors and precondition the inversions such
as to reduce influence of upper mantle for certain length scales.
Formal inversions on synthetic test cases will be necessary to elu-
cidate whether these data can indeed be beneficial for tomographic
studies. In addition, future studies need to investigate the degree of
contamination of the differential-frequency residuals by the seismic
signature of the crust and its impact on our conclusions as well as
the effects of a potential frequency-dependence of the source-time
function.

Overall, the dispersion of traveltime residuals introduced by
virtue of diffraction at 3-D heterogeneities (which here are de-
rived from the temperature field of a mantle flow model) is quite
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substantial and is therefore of relevance to seismic studies. This
notion is based on our findings of rather large standard deviations
of the LP-SP differences compared to the average magnitude of
the single-frequency residuals. For the longest and shortest periods
considered here (i.e. 51 and 15 s, respectively), standard deviations
of dispersion are 0.6 s for P-waves and 1.0 s for S-waves. This
represents a large fraction of the total short-period residual. The
standard deviations of single-frequency residuals at 15 s are 1.0
and 2.8 s for P- and S-waves, respectively (note that these values
agree with the inferred mantle contribution to the total variance of
observed traveltime residuals; Bolton & Masters 2001; Schuberth
et al. 2012). Relative to the short-period residuals, P-waves thus
show stronger diffraction-induced dispersion than S-waves, which
is expected from their larger Fresnel zone at the same frequency.

The strength of dispersion found here is significant not only with
respect to the magnitude of the residuals themselves, but also with
respect to the dispersion observed in real data. Zaroli et al. (2010)
have measured cross-correlation traveltime residuals in the global
seismic network for S, SS and ScS waves at the same frequencies
as used in the present study. They also found values of dispersion
for the S-waves of around 1-2 s, similar to those found here. We
note again that we did not include crustal effects in our study, which
might explain the slightly smaller dispersion in our case. If the
information contained in this dispersion signal is fully exploited
through multifrequency inversions, Earth’s deep interior can likely
be imaged at unprecedented resolution and accuracy. In particu-
lar, it will hopefully be possible to better constrain the gradients
of velocity anomalies as well as their magnitude. To this end, it
will be necessary to reduce (at best eliminate) uncertainties in the
data related to event mislocation, inexact origin time and effects
from crustal corrections using imperfect models. All these effects
actually introduce errors that are of same order as the average trav-
eltime residual itself (e.g. Bolton & Masters 2001). Zaroli et al.
(2014) have recently explored new ways to reduce the influence of
event mislocation on tomographic images, but further efforts in this
direction are necessary.
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SUPPORTING INFORMATION

Additional Supporting Information may be found in the online ver-
sion of this paper:

Figure S1. Same as Fig. 2 for an earthquake in Southern Iran
(event 2 in Table 1). Traveltime residuals are mostly negative in
consequence of the event being located within a broad region of
fast seismic velocities related to the convergence of Africa/Arabia
with Eurasia and the closure of the Tethys Ocean.

Figure S2. Same as Fig. S1 for the lower-mantle model S09-M2-Q-
LM (3-D heterogeneity below 800 km depth only). The magnitude
of traveltime residuals is lower compared to Fig. S1 and positive
and negative residuals are more balanced.

Figure S3. Same as Fig. 7 (columns 3 and 4) for the period combi-
nations 15-34, 22.5-34, 22.5-51 and 34-51 s.

Figure S4. Comprehensive comparison between S-wave traveltime
residuals in the whole-mantle and the lower-mantle model and
between traveltime residuals in each model and the seismic het-
erogeneity. Upper and lower parts of each panel show results for
single-frequency and differential-frequency residuals, respectively.
Coloured symbols and error bars show the mean and standard de-
viation, respectively, for the set of 17 earthquakes simulated in
this study. (a) Root-mean-square difference, (b) direct station-by-
station similarity, (c) correlation and (d) graphical pixel-by-pixel
similarity between traveltime residuals in the whole-mantle and
the lower-mantle model. (e) Correlation and (f) graphical pixel-by-
pixel similarity between traveltime residuals and S-wave velocity
heterogeneity. In panels (e) and (f), symbols depict comparisons
between (red) residuals in the whole-mantle model and heterogene-
ity at 50 km depth, (green) same for residuals in the lower-mantle

model, (blue) residuals in the whole-mantle model and heterogene-
ity at the ray turning point and (magenta) same for residuals in the
lower-mantle model.

Figure S5. Frequency dependence of the standard deviation of trav-
eltime residuals. The scaled median average deviation (SMAD, de-
fined in Section 2.1 of the main text) is employed as measure of
scale, which is a robust (i.e. unbiased) estimator for the standard
deviation (Kleiner & Graedel 1980). (a,d) Standard deviation of
the residuals plotted as a function of ray-turning depth for (blue)
P-waves and (red) S-waves. Solid, dashed, dash-dotted and dotted
lines correspond to measurements at 15,22.5, 34 and 51 s dominant
period, respectively, in (top) the whole-mantle model and (bottom)
the lower-mantle model. (b,c,d,f) Relative change of the SMAD at
22.5,34 and 51 s period with respect to that at 15 s period (dashed,
dash-dotted and dotted lines, respectively).

Figure S6. Top maps: Same as Fig. 2 for an earthquake at the central
mid-Atlantic ridge (event 8 in Table 1) using modified versions of
the whole-mantle model S09-M2-Q: (left) 3-D heterogeneity re-
stricted to v, (i.e. 1-D profiles for v, and density are used) and only
the P-wave residuals are shown; (right) 3-D heterogeneity restricted
to v, and only the S-wave residuals are shown. The effects of the P-
wave cross-dependence can be seen in case of the v,-only model. In
contrast, S-wave residuals show very little dependence on variations
in compressional velocity, as expected. Bottom: Same as Fig. S5a for
event 8 in (left) the v,-only and (right) the v,-only model. (http://gji.
oxfordjournals.org/lookup/suppl/doi:10.1093/gji/ggv389/-/DC1).

Please note: Oxford University Press is not responsible for the con-
tent or functionality of any supporting materials supplied by the
authors. Any queries (other than missing material) should be di-
rected to the corresponding author for the paper.
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